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The transition between necking-mediated tensile failure of glasses, at elevated temperatures
and/or low strain-rates, and shear-banding-mediated tensile failure, at low temperatures and/or
high strain-rates, is investigated using tensile experiments on metallic glasses and atomistic simula-
tions. We experimentally and simulationally show that this transition occurs through a sequence of
macroscopic failure patterns, parametrized by the ultimate tensile strength. Quantitatively analyz-
ing the spatiotemporal dynamics preceding failure, using large scale atomistic simulations corrob-
orated by experimental fractography, reveals how the collective evolution and mutual interaction
of shear-driven plasticity and dilation-driven void formation (cavitation) control the various macro-
scopic failure modes. In particular, we find that at global failure, the size of the largest cavity in
the loading direction exhibits a nonmonotonic dependence on the temperature at a fixed strain rate,
which is rationalized in terms of the interplay between shear- and dilation-driven plasticity. We also
find that the size of the largest cavity scales with the cross-sectional area of the undeformed sample.
These results shed light on tensile failure of glasses, and highlight the need to develop elasto-plastic
constitutive models of glasses incorporating both shear- and dilation-driven irreversible processes.

Glasses subjected to sufficiently large tensile stresses,
like any other materials, inevitably fail. At elevated tem-
peratures and/or low strain-rates, deformation is essen-
tially homogeneous and failure is known to be mediated
by necking [1, 2], where spatially-extended plastic defor-
mation geometrically localizes at a radially-symmetric,
shrinking cross-sectional area [3, 4]. At low temper-
atures and/or high strain-rates, deformation is highly
localized and failure is mediated by shear-banding [1],
where plastic deformation strongly localizes at an oblique
(symmetry-breaking) plane, before transforming into a
catastrophic crack [3, 4]. While progress has been made
in understanding these two end-members of tensile failure
modes of glasses, our understanding of the transition be-
tween them as a function of the temperature and strain-
rate significantly lags behind. In this study, using tensile
experiments performed on well-controlled metallic glasses
and large-scale molecular dynamics simulations of model
glasses, we investigate the transition between necking-
and shear-banding-mediated tensile failure in glasses. We
focus both on the macroscopic tensile failure patterns
and on the spatiotemporal elasto-plastic dynamics that
accompany them, paying special attention to the inter-
play between shear-driven plasticity and dilation-driven
void formation (cavitation) [5–9].

We performed uniaxial tension tests on cylindrical rods
made of a Zr44Ti11Cu10Ni10Be25 metallic glass (Tg = 625
K) of diameter D0 = 1.8 mm, over a range of tempera-
tures T and strain rates ε̇. The rods were prepared such
that the as-cast state is statistically similar between sam-
ples (i.e., featuring the same fictive temperature [10]),
see Supplementary Materials for details [11], ensuring
that all of the observed variations in the failure dynamics
are due to variations in the control parameters T and ε̇,
and not different nonequilibrium histories. The rods were

clamped in a universal testing machine and maintained
at a temperature T (both below and above Tg, in the
range of T =529−659 K), before being loaded in tension
at a strain rate ε̇ (in the range ε̇=0.2−1.3 s−1), see [11]
for details.

For any uniaxial test with prescribed T and ε̇, we mea-
sured the applied stress σ as a function of the strain ε.
For each stress-strain curve σ(ε), we extracted the peak
value, i.e., the ultimate tensile strength (UTS), σUTS.
In Fig. 1a, we present the observed macroscopic, post-
mortem failure patterns as a function of increasing σUTS,
independently of whether its variation has been achieved
by varying T or ε̇. At small σUTS, corresponding to high
T and low ε̇, necking-mediated failure is observed. At
large σUTS, corresponding to low T and high ε̇, oblique,
shear-banding-mediated failure is observed. In between,
a sequence of macroscopic failure patterns is observed,
apparently parameterized by σUTS.

We roughly identify three intermediate failure pat-
terns, sketched on the top row of Fig. 1b, between
necking-mediated failure (leftmost) and shear-banding-
mediated failure (rightmost). To better describe and un-
derstand the sequence of observed macroscopic failure
patterns, we polished the postmortem samples that fea-
ture a vanishingly small cross section at failure — char-
acterizing predominantly necking-mediated failure (the
two leftmost sketches on the top row of Fig. 1b) — along
the rod’s long axis and imaged it using a scanning elec-
tron microscope (see [11] for details). For the lowest
σUTS, where the neck is long, the bulk of the sample is
homogeneous (see leftmost image on the bottom row of
Fig. 1b), not revealing clear mesoscale structures, hence
indicating homogeneous plastic deformation. At some-
what larger σUTS, for which samples still neck (yet the
neck is shorter), the bulk of the sample reveals meso-
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FIG. 1. (a) Side view of the failed samples sorted by increasing ultimate tensile stress σUTS, which is varied either by varying
T or ε̇. σUTS varies by roughly a factor of 6.5, approximately from 250 MPa to 1600 MPa as indicated, but note that the
presented samples are not placed at equal σUTS intervals. (b) Sketches of the macroscopic failure modes (top row), ranging
from necking-mediated failure on the left (low σUTS, corresponding to high T or low ε̇) to shear-banding-mediated failure of the
right (high σUTS, corresponding to low T or high ε̇), see text for details. (bottom row) Vertical sample polishing (two leftmost
parts) and fractographic images (the rest), corresponding to the sketches above (scale bars are added), see extensive discussion
in the text. (c) Dimple area fraction vs. σUTS, for a fixed ε̇ and varying T (green squares) and a fixed T and varying ε̇ (orange
circles), see legend. (d) The maximum dimple size vs. σUTS>800 MPa.

scopic structures in the form of cavities (see the bottom
row of Fig. 1b and the inset therein), indicating void for-
mation and coalescence that leads to mesoscopic cavities
in the bulk.

For postmortem samples that feature a finite cross
section at failure, corresponding to the three rightmost
sketches on the top row of Fig. 1b, we imaged the frac-
ture surfaces using a scanning electron microscope and
performed a fractographic analysis. We identified two
distinct fractographic patterns [10, 12–17], veins that are
characteristic of localized shear plasticity and dimples
that are characteristic of cavities. For intermediate σUTS,
necking interrupted by cup-like structures appear in the
macroscopic failure pattern (middle sketch on the top
row of Fig. 1b), which corresponds to dimples covering
the entire fracture surface, see the two images below the
middle sketch on the top row of Fig. 1b, where the blue
boundary encircles dimples (here the entire surface). For
yet higher σUTS, a cup-and-cone-like macroscopic pat-
tern emerges (next-to-rightmost sketch on the top row
of Fig. 1b), which corresponds to the coexistence of vein-
like patterns at the periphery (“cone” part, see red en-
circling lines in the two images below) and dimples at
the center (“cup” part, see blue encircling lines therein).
Finally, for shear-banding-mediated failure at high σUTS,

shown on the rightmost part of Fig. 1b, vein-like patterns
dominate the fracture surface.

The experimental results discussed above indicate that
the various observed macroscopic failure modes emerge
from the interplay between shear-driven plasticity and
dilation-driven void formation/cavitation. These irre-
versible processes manifest themselves on the fracture
surface as vein-like patterns and dimples, respectively,
but generally also take place inside the bulk of the glass.
To further quantify the fractographic manifestations of
these irreversible processes, we present in Fig. 1c the per-
centage of the fractured area that is covered by dimples
(see also panel b) as a function of σUTS, controlled either
by varying ε̇ for a fixed T (orange circles) or by vary-
ing T at a fixed ε̇ (green squares), see legend. While for
small σUTS the dimple fraction is 100% by construction
(it is simply the tip of the neck, which involves intensive
plastic deformation), at higher σUTS the fraction drops,
corresponding to the coexistence of dimples and vein-like
patterns, until the latter dominate at the highest σUTS.
Interestingly, the two curves appear to overlap, further
substantiating the central role played by σUTS(ε̇, T ). Fi-
nally, in Fig. 1d we present the maximal dimple size
vs. σUTS > 800 MPa (on a log-linear scale), revealing a
decreasing function.
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FIG. 2. (a) σ(ε) for various T ’s and a fixed ε̇= 0.001, with D0 = 50 (all in simulational units, see [11]). (b) Postmortem global failure
patterns for various T ’s (red particles represent shear-driven plasticity, see [11]). (c) Rod’s diameter at failure dF (left y-axis) for various
D0’s and the relaxation time 1/D (right y-axis, the solid line is a Vogel-Fulcher-Tammann fit) vs. T , see text for discussion. The red
vertical bar provides an estimate for the computer glass transition. (d-e) The same as panels a-b, but for various ε̇’s and a fixed T = 0.1
(L0 in the legend is the initial rod’s length). (f) Fractography at two different temperatures (T =0.01 and 0.135) for D0 =100, where the
colors represent the depth from green to brown. A zoom in indicates small dimples.

The experiments described above span the entire spec-
trum of tensile failure modes in a glass as a function
of a continuous control parameter, and provide insight
into the deformation processes involved. Yet, they of-
fer only indirect evidence for the spatiotemporal dynam-
ics that actually determine failure. To start closing this
gap, we performed large-scale molecular dynamics simu-
lations of tensile failure of computer glasses, over a wide
range of temperatures and strain rates, allowing access to
atomistic deformation processes preceding failure inside
the glass. We employed computer glasses composed of
a 50:50 binary mixture of particles interacting through
a modified Lennard-Jones type potential [18], forming
cylindrical rods of length L0 = 150 and various diame-
ters D0 = 50, 100, 150 and 200, all in simulational units
(see [11]). The latter correspond to a number of particles
N ranging from 300K to 5M. In order to minimize surface
effects, we followed the casting procedure of [19]. Tensile
test simulations were carried out using a massively paral-
lel LAMMPS package [20], and details regarding the ten-
sile loading and thermostating procedures are provided
in [11].

While atomistic simulations offer unique and power-
ful possibilities to resolve the spatiotemporal dynamics
on the way to material failure, they are still limited in
size and accessible timescales compared to macroscopic
glasses (though the employed temperature range is fully
consistent with laboratory experiments, including those
reported on in Fig. 1). Consequently, our first goal is

to understand whether atomistic simulations can recover
the sequence of experimental failure modes presented in
Fig. 1a, albeit over different length and timescales. In
Fig. 2a, we present stress-strain curves σ(ε) for computer
tensile tests performed on rods of diameter D0 =50, over
a broad range of T ’s at a fixed ε̇. The corresponding
failure modes are presented in Fig. 2b, where the red re-
gions indicate shear-driven plasticity. The results clearly
demonstrate that our atomistic simulations span the en-
tire range of the experimentally observed failure modes,
from oblique, shear-banding-mediated failure at low T to
necking-mediated failure at higher T . These encourag-
ing results give hope that atomistic simulations can offer
fundamental insight into the spatiotemporal physics that
accompany glass failure.

At the same time, as stressed above, the computer rods
are much smaller than the experimental ones, and it is es-
tablished that small glass samples exhibit enhanced plas-
ticity compared to their macroscopic counterparts [21–
26]. Consequently, we expect computer samples to ex-
hibit necking-mediated failure at temperatures that are
smaller than the corresponding ones for laboratory sam-
ples, when measured relative to the glass temperature Tg.
For the experimental results of Fig. 1a, necking-mediated
failure emerges for T >Tg. In Fig. 2c (right y-axis), we
first estimate Tg for the computer samples by plotting
the inverse diffusion coefficient (providing a measure of
the structural relaxation time) as a function of T . By es-
timating the divergence of the relaxation time (solid line



4

going through the red circles), we estimate the computer
glass temperature as Tg ' 0.35 (in simulational units),
marked by the red vertical bar.

In Fig. 2c (left y-axis), we also plot the rod’s diame-
ter at failure, dF, as a function of T for different initial
rod’s diameters D0. The limit dF→0 corresponds to the
necking limit, i.e., to a vanishingly small cross section at
failure. For the smallest D0 (D0 =50, blue circles, corre-
sponding to the results shown in Fig. 2a-b), the necking
limit is reached for T <Tg, unlike the laboratory experi-
ments. With increasing D0 (see arrow, different values of
D0 correspond to different symbols and colors in Fig. 2c),
the necking limit is pushed to higher T ’s, clearly above Tg
(while the actual dF→0 limit is not fully resolved due to
computational power constraints), making it consistent
with the experimental observations.

In Fig. 2d-e, we present results indicating that a similar
sequence of failure modes (shown in Fig. 2a-b) is observed
in our simulations for a fixed T and variable ε̇, in line with
the experimental results presented in Fig. 1. In view of
this correspondence, we focus on the variation with T
hereafter. It is important to note that in the snapshots
presented in Figs. 2b,e, we marked shear-driven plasticity
(in red), but did not visualize dilation-driven plasticity
in the form of void formation (to be considered below).
In Fig. 2f, we present the fractography of D0 = 200 rods
at two temperatures (one in the predominantly shear-
banding-mediated failure regime, left, and the other in
the predominantly “cup” failure regime, right), see fig-
ure caption for details. Small dimples are observed, as
highlighted in the zoom in on the right, which are remi-
niscent of the experimental fractographic observation of
Fig. 1b (middle part), though on much smaller length-
scales.

Our next goal is to investigate the spatiotemporal
interplay between shear-driven plasticity and dilation-
driven void formation inside the glass prior to — and
approaching — material failure. In Fig. 3a, we present a
sketch of a rod under tension, illustrating the coexistence
of shear-driven plastic events (red) and dilation-driven
void formation (blue), see also sketches in the rectangles
on the right. As material failure is accompanied by de-
cohesion and the creation of internal free surfaces that
cannot sustain stress, we focus on the largest cavity (a
cluster of coalesced voids) as a representative indicator
of material decohesion under tension, in particular on its
size λ in the tensile direction (see bottom-right panel of
Fig. 3a).

In Fig. 3b, we present the evolution of λ with strain
ε for various T ’s. Focusing first on the largest T pre-
sented (corresponding to the next-to-rightmost sample
in Fig. 3e), we observe that λ increases with ε rather
smoothly until a large, discrete/discontinuous jump takes
place (marked by the two arrows). This jump corre-
sponds to the coalescence of two (or more) mesoscopic
cavities (see [11]), yet it does not lead to global failure.

Instead, λ continues to increase rather smoothly until
global failure occurs, defined by λ= λF (marked on the
figure by a black circle). We associate the smooth in-
crease in λ with void growth facilitated by shear-driven
plasticity, i.e., the plastic expansion of a single cavity
within the glass [6, 27]. Interestingly, after failure, cav-
ities of finite size λR remain locked-in inside the glass,
exactly as observed experimentally in Fig. 1b (next-to-
leftmost panel). As T is decreased, λ(ε) features similar
properties, yet it is pushed to lower strains and smaller
values of λF. At the lowest T , failure becomes very
abrupt, associated with a rapid (in strain ε) formation
of a system-spanning (in the diameter direction) cavity,
essentially a crack.

In Fig. 3c, we focus on λF as an important quantifier
of the overall failure process. In particular, λF is plot-
ted as a function of T , for different D0’s. For all D0’s,
λF(T ) is nonmonotonic, featuring low values of λF for
both low and high T (approaching Tg), reaching a max-
imum at an intermediate T . To shed additional light on
this result, we present in Fig. 3e snapshots of samples
deformed at different T ’s, at their failure strain (i.e., cor-
responding to the strain defining λF in panel b). In these
snapshots (and in the tensile test simulations leading to
them), we spatiotemporally tracked shear-driven plastic-
ity (red) and dilation-driven void formation (blue) at the
particle level (as explained in [11]), to gain insight into
their collective evolution and mutual interactions.

At all T ’s, shear-driven plasticity takes place first and
dilation-driven void formation follows in spatial locations
where shear-driven plasticity already took place. These
observations indicate that shear-driven plasticity leads
to the softening of glassy structures [28–30], which in
turn apparently reduces typical barriers for void forma-
tion [30]. Void formation is likely to be controlled by
the hydrostatic tension (i.e., the trace of the stress ten-
sor) [31–34] that is also reduced through stress relaxation
mediated by shear-driven plasticity. Yet another factor
at play is the geometric reduction in the cross section
of the rod, driven by shear-driven plasticity (which gives
rise to the development of a neck at relatively high T ),
leading to an increase in the local tensile stress. With
these interrelated physical processes in mind, we now aim
at rationalizing the main observations in Fig. 3c,e.

At low T , shear-driven plasticity is localized into a
narrow shear-band, without any appreciable reduction
in the rod’s cross section (cf. Fig. 2c), and without sig-
nificant stress relaxation, leading to high tensile stresses
(cf. Fig. 2a). Consequently, voids form inside the shear-
band and rapidly transform into a catastrophic crack un-
der the high tension [35–38], without significantly grow-
ing in the tensile direction, hence λF is small in this low T
regime (cf. Fig. 3c). With growing T , shear-driven plas-
ticity is more diffused. Moreover, it evolves over larger
strain intervals and leads to the reduction in the ten-
sile stress, allowing voids to nucleate, grow and coalesce.
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FIG. 3. (a) A sketch of a deformed rod, where shear-driven plasticity and voids are rendered in red and blue, respectively (see [11] for
details). (b) The largest cavity size λ in the tensile direction vs. ε for various T ’s and D0 = 200. See text for discussion, including the
meaning of the black circle and various arrows. λF and λR denote the values of λ at and after global failure, respectively. (c) λ vs. T/Tg
for various rod’s diameters D0 (see legend). See text for extensive discussion. (d) λF and λR vs. D0 (see legend). The solid lines indicate
a linear behavior. (e) Side view snapshots at failure for various T/Tg (as indicated), with D0 =100. The arrows in the T/Tg =0.571 case
indicate residual cavities inside the bulk.

This leads to larger cavities at failure, hence λF increases
with T in Fig. 3c. The larger λF values manifest them-
selves as “cup” structures on the fracture surface, see
Fig. 2b,f for the relevant simulational results and Fig. 1b
for the corresponding experimental observations. The
larger λF values are also accompanied, in this T regime,
by residual cavities within the glass, cf. the finite value
of λR in Fig. 3b and the arrows in Fig. 3e. Finally, while
shear-driven plasticity is more diffused in this T regime,
shear localization still takes place (possibly along two ma-
jor orientations, cf. Fig. 3e with T/Tg = 0.386), leading
to a “cone” structure close to the periphery of the failed
samples.

As T is further increased, shear-driven plasticity be-
comes spatially extended, leading to a reduction in both
the overall tensile stress and in the rod’s local cross sec-
tion as global failure is approached. The reduction in
the tensile stress leads to decreasing values of λF, mak-
ing λF(T ) nonmonotonic. The geometric reduction of the
cross section as a neck is formed, apparently maintains
the local tensile stress sufficiently large to keep λF fi-
nite. The spatially extended, even more diffused, nature
of shear-driven plasticity in this regime also leads to the
disappearance of the “cone” structure. As T is further
increased, stress relaxation by shear-driven plasticity ac-
companying necking is so efficient, that cavities cannot
grow anymore and λF becomes vanishingly small, consis-

tent with the absence of bulk cavities in the experimental
data shown on the leftmost part of Fig. 1b.

The nonmonotonic behavior of λF(T ) is fully consis-
tent with the decrease in the dimple area fraction with
increasing σUTS — corresponding to decreasing T — in
the experimental data of Fig. 1c and with the decrease in
the maximal dimple size with increasing σUTS in Fig. 1d.
In fact, it predicts that fractographic measurements of
the maximal dimple size for σUTS below 800 MPa will
reveal a peak, before dropping. To further connect our
simulational findings to the experimental data, which fea-
ture significantly larger lengthscales as discussed above,
we present in Fig. 3d both λF and λR as a function of the
rod’s diameter D0. Both quantities follow a linear rela-
tion with D0, where for the former we have λF'D0/10.
Extrapolating this result to the experimental lengthscale,
where D0 is in the mm range, we expect λF to be in the
10−1 mm range, in the right ballpark of the data pre-
sented in Fig. 1d.

In summary, by combining extensive experiments on
metallic glasses and large-scale molecular dynamic simu-
lations of computer glasses, we provided physical insight
into the transition in tensile failure modes of glasses, from
necking-mediated failure to shear-banding-mediated fail-
ure, as a function of the applied strain-rate ε̇ and the
temperature T . At the macroscopic level, we showed
that the sequence of global failure modes depends in a
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unified manner on the ultimate tensile stress σUTS(ε̇, T ).
At the mesoscopic level, using experimental fractography
and postmortem sample polishing, as well as particle-
scale quantification of computer simulations, we showed
that the interplay between shear-driven plasticity and
dilation-driven void formation controls the global failure
mode.

More specifically, we showed that the spatiotemporal
evolution of shear-driven plasticity and dilation-driven
void formation — and their intrinsic coupling in space
and time — account for the temperature and strain-rate
dependence of tensile failure modes in glasses. Our large-
scale computer simulations demonstrate that the above
mentioned interplay can be quantified through the size
of the largest cavity (a cluster of coalesced voids) in the
tensile direction, which exhibits a nonmonotonic temper-
ature dependence. Furthermore, we show that the latter
scales linearly with the glass sample’s diameter, which
upon extrapolation offers a possible way to bridge the
vast difference in lengthscales between computer and lab-
oratory glasses.

Our results also pose various questions for future
investigations. Among these, we would like to highlight
the need to determine whether the transition between
the various macroscopic failure modes as a function of
temperature and strain-rate is continuous or discon-
tinuous, and the need to understand the effect of the
initial nonequilibrium glass state (fictive temperature),
which was kept fixed in this study, on the failure mode.
Finally, our results highlight the pressing need to develop
elasto-plastic constitutive models of glassy deformation,
which self-consistently account for both shear- and
dilation-driven spatiotemporal, dissipative dynamics.
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Supplementary material: “Bridging necking and shear-banding mediated tensile
failure in glasses”

The goal of this document is to provide additional technical details regarding the results presented in the main text
and some supporting results.

SAMPLE PREPARATION AND UNIAXIAL TENSION TESTS

The metallic glass Zr44Ti11Cu10Ni10Be25 rods of 1.8 mm in diameter were prepared by copper mold casting. High
purity ingots (the purity was higher than 99.99% for all constituent elements) were arc-melted under argon atmosphere
to alloy the constituents. Subsequently, the alloy was reheated to a temperature of ∼1000 ◦C and was forced through
a quartz nozzle under an argon gas pressure into a copper mold. Thermal analysis on some of the rods revealed a
typical thermogram characteristic of a fully amorphous structure, which was cooled at a rate of ∼500 K/s [10].

Samples were mounted onto a screw driven universal testing machine (Instron 5569), with a 30 kN load cell
affixed with tension clamps, and a 5 mm section was heated to the target temperature via RF coil (Ameritherm
EasyHeat), with a 40 s pre-heat. The temperature was set by RF coil power, where a power-temperature calibration
was determined for this specific sample set using an N-type thermocouple and noncontact pyrometer. After pre-
heating, loading rate controlled tension tests were initiated (1.0−6.5 mm/s, corresponding to the intended engineering
strain-rates ε̇), halting shortly after material failure. The applied force and displacement measurements were used to
generate the engineering stress-strain curves σ(ε) shown in Fig. 4a-b.

FIG. 4. (a) Stress-strain curves σ(ε) for various temperatures T (see legend and note that Tg =625 K) at a fixed engineering strain-rate
ε̇ = 0.7 s−1. (b) The same as in (a), but for various ε̇ (see legend) and a fixed temperature T = 641 K. The ultimate tensile strength
σUTS(ε̇, T ) is defined as the maximum of each σ(ε) curve.

SCANNING ELECTRON MICROSCOPE IMAGING AND ANALYSIS

The fracture surface of samples that featured a finite cross-sectional area at failure were imaged at 5.0 kV and
60x magnification, using scanning electron microscopy (Hitachi SU7000). To quantify the surface area covered by
dimples vs. veins (fractographic traces of dilation-driven cavities vs. shear-driven plasticity, respectively), images were
analyzed using the software ImageJ. Dimples and veins regions were detected by visual inspection. The boundaries
between these surface patterns appear to be sharp, as shown in Fig. 1b in the main text. The dimples area fraction
(cf. Fig. 1c in the main text) was determined as the area exhibiting dimples divided by the total exposed fracture
surface. The maximum dimple size (cf. Fig. 1d in the main text) was measured as the diameter of the largest dimple
on a given fracture surface.

Samples that featured vanishingly small cross sections at failure (necking-mediated failure) were polished along
rods’ long axes. To this end, samples were mounted in a resin puck for stability and ease of use, then polished to a
mirror finish using sandpaper and suspended colloidal solutions down to 3 µm grit. The samples were then imaged
at 5.0 kV and 60x magnification, using scanning electron microscopy (Hitachi SU7000), as above.
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LARGE-SCALE MOLECULAR DYNAMICS SIMULATIONS

Our computer glasses are composed of a 50:50 binary mixture. Particles of equal mass m interact with a modified
Lennard-Jones type potential of the form

ϕ(rij , λij)=


4ε

[(λij

rij

)12 − (λij

rij

)6]
,

rij
λij

< xmin

ε

[
a
(λij

rij

)12 − b(λij

rij

)6
+

3∑̀
=0

c2`
( rij
λij

)2`]
, xmin≤ rij

λij
< xc

0 , xc ≤ rij
λij

, (1)

where ε is a microscopic energy scale (not to be confused with the engineering strain ε), xmin, xc are the (dimensionless)
locations of the minimum of the Lennard-Jones potential and modified cutoff, respectively, and the λij ’s are the length
parameters, further described below. We express the dimensionless cutoff xc in terms of xmin = 21/6, for simplicity,
by defining rc≡xc/xmin. The influence of the interaction parameter rc on mechanical properties and mode-I (tensile)
fracture has been investigated in [18]. Here, we fix rc=1.2, which allows to efficiently prepare large samples that are
brittle in the low temperature limit. The short range nature of the potential also enables one to efficiently study a
wide range of strain-rates and finite size effects. A corollary of this choice of rc value is that Poisson’s ratio of our
computer glasses, ν <0.3, is smaller than the experimental one, ν'0.36. A more thorough study of the influence of
ν on the competition between shear-driven plasticity and dilation-driven void formation is currently underway, and
hopefully will be reported on elsewhere.

The computer glass samples are cylindrical rods of length L0 and diameter D0. The initial configuration is created
following the casting procedure put forward in [19]. A liquid is cast into an amorphous cylinder mold with a repulsive
potential. The interaction between the mold and liquid corresponds to the same inverse-power-law (IPL) potential
as developed in [39]. The system is then quenched at a rate of Q̇ until the temperature reaches T = 0.05, which is
well below the estimated simulation glass temperature Tg'0.35 (cf. Fig. 2c in the main text). Here, the quench rate

is kept fixed at Q̇= 10−4. The system is then brought to mechanical equilibrium via an energy minimization. The
typical density at zero pressure in our samples, after the quench, is ρ=N/V ' 0.52. Unless specified otherwise, we
employ simulational units, where energies are expressed in terms of ε, temperature in terms of ε/kB and lengths in
terms of the typical inter-particles distance d0 =ρ−1/3.

Mechanical tests are performed in the NVT ensemble using a Nose-Hoover thermostat with time scale τ = 1. We
verified that this choice allows to control the temperature up to the largest strain-rate employed in this study. The
deformation is controlled by moving one end of the sample at a constant speed v, while keeping the other end fixed.
The engineering strain-rate is defined as ε̇ = v/L0.

In all of our simulations L0 =150 was used, and D0 was varied from 50 to 200. Accordingly, the number of particles
in the system spans the range from N'334 K (for D0 =50) to N'5.34 M (for D0 =200). The system sizes employed
in this study are comparable to state-of-the-art numerical studies on tensile failure in amorphous materials [25]. The
smallest system allows to probe a wide range of strain-rates (about 3 orders of magnitude), while keeping the pulling
speed at v = 0.005 for D0 > 50 and vary σUTS by varying the temperature. All of the large-scale simulations are
performed with the MPI domain decomposition implemented in the LAMMPS package [20].

DETECTING SHEAR-DRIVEN PLASTICITY AND DILATION-DRIVEN VOID FORMATION AT THE
PARTICLE LEVEL

In this study, shear-driven plasticity is monitored using the D2
min field defined in [40]. The D2

min field provides a
measure of the local (particle scale) non-affine deformation computed between 2 glass configurations separated by a
strain interval ∆ε. In our analysis, we set ∆ε=0.005%. Particles with a large non-affine deformation, corresponding
to D2

min> 1, are rendered in red. Here, we do not track cumulative shear-driven plasticity, i.e., a particle is marked
only once, even if it took part in multiple plastic events. Dilation-driven void formation is monitored in the following
manner: we place “ghost/fictive particles” on a regular cubic grid everywhere inside and around the rod, see blue
particles in Fig. 5, at a density identical to that of the computer glass. Ghost particles that do not overlap with
real particles for at least a distance d0 = ρ−1/3 are considered as voids. We are only interested in voids that are
forming within the bulk (blue particles exposed near the rod’s boundaries correspond to shear-driven plasticity, e.g.,
when a neck is formed, and hence are not voids). Consequently, we perform a cluster analysis to remove voids that
percolate with ghost particles that surround the sample. Bulk voids are rendered as blue particles in Fig. 5. Note
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that the blue regions can be larger than a single void, i.e., to correspond to a cluster of voids, which we term a cavity.
Finally, we compute the components of the second order gyration tensor associated with the largest cavity according

to Sαβ = 1
nc

∑nc

i r
(i)
α r

(i)
β , with r

(i)
α being the α component of the ith particle position and nc the number of voids in

the cavity. We then extract the cavity (cluster) size λ along the loading direction as λ =
√
Sxx, with Sxx being the

tensor component along the x-axis.
The above procedure and analysis are demonstrated in Fig. 5 for a sample in which failure is shear-banding mediated

(i.e., for a low ultimate tensile strength), for different stages (strains) in the process. In Fig. 5a, an oblique (∼ 45◦

to the tensile axis) shear-band is observed (indicated by the arrows), accompanied by a small number of voids. With
increasing strain, we observe (cf. Fig. 5b) the nucleation of voids inside the shear-band and their growth into larger
cavities (indicated by the circles). Further increasing the strain, intense shear-driven plasticity is observed between
cavities (indicated by the two pairs of arrows in Fig. 5c), which promotes further growth. In parallel, voids percolate
through the free surface (indicated by the horizontal arrow in Fig. 5c). Finally, cavities coalesce to form a catastrophic
crack that propagates through the system, as indicated by the long arrow in Fig. 5d.

FIG. 5. An example for the evolution of shear-driven plasticity and dilation-driven void formation on the way to failure. (a) Strain
localization (indicated by the arrows) at ∼ 45◦ to the tensile axis and the accompanying nucleation of small, sparsely distributed, voids
(blue particles). (b) Voids grow into cavities inside the shear-band (highlighted by the circles). (c) The activation of shear-driven plasticity
between cavities (pairs of arrows) and a cavity that percolates through the free surface (horizontal arrow). (d) A crack propagates via
the coalescence of multiple cavities (the arrow indicates the crack propagation direction). Blue and red particles indicate shear-driven
plasticity and voids, respectively. We distinguish particles belonging to the cluster that surrounds the sample from bulk voids using small
and large radii, respectively.

ULTIMATE TENSILE STRENGTH AND EQUIVALENT STATES

In Fig. 6a, we show the ultimate tensile strength σUTS as a function of the logarithm of the strain-rate ε̇, for various
temperatures (see legend). We find a linear relation between σUTS and log(ε̇), which is indicative of thermal activation
processes. Next, we select two pairs of stress-strain curves σ(ε), one pair — marked as (i) in Fig. 6b — at a high
σUTS and another — marked as (ii) in Fig. 6b — at a low σUTS obtained at different temperatures and strain-rates,
yet sharing the same σUTS (indicated by empty squares in Fig. 6a). In Fig. 6b, we superpose the four σ(ε) curves,
which reveal nearly overlapping functions for pairs featuring the same ultimate tensile strength σUTS. These results
demonstrate that σUTS can indeed be used as to parameterize the crossover between necking- and shear-banding-
mediated failure. Finally, Fig. 6c reveals the corresponding similarity in the postmortem failure patterns.

FAILURE PATHWAYS AND VOID COALESCENCE

In Fig. 7, we present additional results showing the failure pathway (evolution with strain ε, vertical arrow) for
various temperatures (horizontal arrow), and the corresponding postmortem fractography. As discussed in the main
text, the transition between shear-banding- and necking-mediated failure is associated with a transition from micro
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FIG. 6. (a) Ultimate tensile stress σUTS vs. log(ε̇) for different temperatures (as indicated in the legend). The solid lines are linear fits
to σUTS =a log(ε̇) + b. (b) σ(ε̇) for two pairs of “equivalent states”, i.e., strain-strain curves featuring the same σUTS (indicated by empty
squares in panel (a)), though obtained at different temperatures and strain-rates. (c) The corresponding postmortem samples are shown,
where red particles indicate shear-driven plastic deformation.

cavitation within a pre-nucleating shear-band in the former to void growth and coalescence of multiple cavities in the
latter, leading to fracture at a much lower tensile stress. Consistently with experiments, albeit as significantly smaller
length scales, fractography of the as-failed computer glasses clearly reveals the existence of voids with increasing
temperature, see the bottom row of Fig. 7. Voids can grow to larger sizes with increasing temperature (e.g., compared
the middle panel to the rightmost one therein).

FIG. 7. Shear-driven plasticity (red) and dilation-driven void formation (blue) across a given failure pathway (increasing strain ε, vertical
arrow) for various temperatures (horizontal arrow). Bottom row shows the corresponding postmortem fractography, where colors represent
the depth (from green to brown) and the black circles mark the fractured surface (the surrounding green region corresponds to the reduction
in the cross-sectional area associated with neck formation).

Finally, in Fig. 8, we present an example of voids nucleation, growth and coalescence in the necking-mediated failure
regime. Failure is first initiated by the nucleation of sparsely distributed voids (two leftmost snapshots in Fig. 8).
With increasing strain ε, these voids grow into cavities and start to coalesce, reaching a critical size λF (next two
snapshots in Fig. 8), leading to catastrophic crack propagation and failure (rightmost snapshot Fig. 8). Residual
cavities located inside the glasses, away from the fractured surface, are observed.
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FIG. 8. Nucleation, void growth and coalescence, and failure as a function of ε at T = 0.2, see text for details. Spatially independent
clusters are rendered with different colors.
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